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ABSTRACT
Most target tracking is over visible videos, but in a chal-

lenging scene, tracking targets with the same appearance
is very difficult on visible videos, due to the limitation of
grayscale and color information. Therefore, we use Hyper-
spectral Videos (HSVs) with rich spectral information for
target tracking to distinguish similar targets. In this paper, a
multi-features integration based tracking method is proposed
over HSV. The feature maps are generated by Histogram of
Gradient (HOG) and pretrained VGG-19 network, and then
kernelized correlation filter framework is utilized to detect
target over HSVs. Specially, More information of spatial,
spectral and temporal are all used to extract useful features,
and these feature can track the target that can not be tracked in
visible videos. The experimental results on HSVs show that
the proposed method has better performance than the three
existing tracking methods with hyperspectral information.

Index Terms— Target tracking, Hyperspectral video,
Multi-features, Correlation filter, Deep learning

1. INTRODUCTION

Object tracking is one of the hotspots and has been applied
in the tasks of computer vision, such as military reconnais-
sance, security monitoring and autonomous driving. The ini-
tial tracking methods were developed on grayscale or RGB
videos. It is easy to mistake the target for a similar-looking
background. In addition, the non-directional movement of the
target will cause its appearance change and occlusion during
tracking. To solve these problem, Hyperspectral Images (H-
SIs) is used in remote sensing to use its rich spectral informa-
tion that can recognize the characteristics of inherent material
[1]. Yet, there is little work focusing on object tracking using
Hyperspectral Videos (HSVs).
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In the field of tracking over RGB videos, Discriminative
Correlation Filter (DCF) based framework [2, 3, 4, 5] has
gained much attention, because of its good performance and
high speed. In DCF, a correlation filter is learned to localize
the target in consecutive frames, and then the target location
is estimated via the maximum response. Several popular al-
gorithms contains the Minimum Output Sum of Squared Er-
ror Filter (MOSSE) tracker [3], Kernelized Correlation Filter
(KCF) [4] and Spatial-Temporal Context (STC) [5]. Special-
ly, grayscale features, Histogram of Gradient (HOG), color
name features[2] or other traditional feature are utilizied. Al-
though these features are well designed, these tracking algo-
rithms may not obtain high performance over types of back-
ground. To enhance the performance of tracking algorithms,
two main approaches have been adopted, including feature fu-
sion based methods [6] and deep network based methods [7].
The first approach combines at least two features together to
deal with complex environment. The other approach utilizes
characteristic of the neural network to obtain a good represen-
tation of object.

Based on the above observations,, we propose a Multi-
Features Integration based Hyperspectral Videos Tracking
(MFI-HVT) method. The tracker is divided into two steps,
feature extraction and tracking task (The framework is shown
in Figure 1). In the feature extraction part, a VGG-19 network
[8] is used to obtain convolutional feature. Considering the
different challenging factors such as background clutter and
occlusion, HOG feature is also fused to improve the stability
of the tracker. In the tracking part, each feature is adopted to
obtain a weak response map of the target in KCF, and then
an ensemble response map is calculated referring to all weak
response maps.

The rest of this paper is organized as follows. In Section 2,
the proposed method is described in detail. Besides, Section
3 presents the experimental results of proposed MFI-HVT on
hyperspectral videos. Finally, the conclusion is drawn in Sec-
tion 4.



Fig. 1: The proposed framework.

2. THE PROPOSED TRACKING ALGORITHM

In this section, the detail of the KCF tracker [4] is described
firstly. Then, the component of feature extraction is given.

2.1. The KCF tracker

The proposed method is built on the KCF tracker, which is
trained using an image patch x with size of MN centered
around the target. The key of the KCF tracker is to train a
classifier using a ridge regression model.

minw(||Xw − y||22 + λ||w||22) (1)

where w, λ and y represent the regression coefficient, reg-
ularization parameter and regression value, respectively. X
represents the data matrix by concatenating all the circular
shifts of image patch x. X can be decomposed into Eq. 2.

X = F · diag(x̂) · FH (2)

where F and FH represent the Discrete Fourier Transform
(DFT) matrix and its Hermitian transpose, respectively. x
with the hat symbol denotes the DFT of the vector x(x̂ =
F (x)), and diag() represents the diagonalization function.

After plugging Eq. 2 into Eq. 1, w is obtained by

w = F−1(
x̂ŷ

x̂H x̂+ λ
) (3)

where F−1(·) represents the inverse DFT.
Subsequently, kernel trick is applied in KCF tracker, w is

mapped to a high-dimensional feature space byw = αHϕ(x),
where ϕ(x) denotes the mapping function and α is a coeffi-
cient calculated by

α = (K + λI)−1y (4)

α̂ = (F (kxx) + λ)−1ŷ (5)

where kernel matrixK is a circulant matrix with kxx denoting
the first row. Besides, k can be described as

kxx = exp(−σ−2(||x||2 + ||z||2)− 2F−1(x̂ẑ)) (6)

Finally, the target location is obtained by response map

f(z) = F−1(F (kxz)α̂) (7)

where x and α are learnt in advance. It can be found from
Eq. 7 that the response map f(z) is a linear combination of the
neighboring kernel value kxz with the weighted coefficient α.

2.2. Feature Extraction

Each feature has its particular advantages in target matching.
Specially, the rotation invariant of HOG feature makes it eas-
ily to solve most problems in tracking. Deep features can be
utilized to solve the occlusion problem that cannot be solved
well by HOG feature. As described in [9], the response map
constructed by single layer in VGG-19 network is not accu-
rate enough. In the proposed MFI-HVT method, both shal-
low feature and deep features are utilized for tracking, the
shallow feature uses HOG feature as the first level, the deep
features uses the outputs of the conv 3-4, conv 4-4 and conv
5-4 layers in VGG-19 network. To improve the performance
of the tracking method, adaptive weighting coefficient is ap-
plied to describe the different contribution referring to types
of response maps.

As mentioned in Section 2.1, a response map is realized
by using a filter to correlate an image, and its peek value rep-
resents a high degree of similarity between the current frame
target and the template frame target. Therefore, the adaptive
weighting coefficient wi is calculated by

wi = Rpci/Rpai (8)

where Rpci and Rpai represent the i-th level peak response
value of current frame and the i-th level peak response value
of all time, respectively.



Due to the fact of background variation in image se-
quences, Rpai can be updated via

Rpai =

{
Rpci Rpci ≥ Rpai

µRpai + (1− µ)Rpci Rpci < Rpai
(9)

where µ denotes a coefficient.
It is found in the experiment that the higher the feature

level, the stronger the ability to adapt to complex situation.
Therefore, the high-level feature is weak for local discrimina-
tion and cannot accurately track targets in the case of strong
background clutter. Accordingly, an activation function is
applied to the fourth level response map instead of adaptive
weighting coefficient.

w4 =

{
w4 w4 ≥ vth
0 else

(10)

where vth represents a threshold value.
The input of the pretrained VGG-19 network is a 3-

channels image, yet a HSI contains 16 bands. Therefore,
dimension reduction is adopted in the step of feature extrac-
tion. In this paper, the Principal Component Analysis (PCA)
and Maximum Difference Selection (MDS) are combined
together. Further, the spectral features are also utilized to
prevent the problem of information loss, due to the fact of
data reduction.

PCA. PCA attempts to provide a set of orthogonal ax-
es along which data can be projected, hoping to account for
most data with just the first few axes in the new space. It is
proved that the principal components are the maximum like-
lihood estimators of the sources. The principal axes are found
by diagonalize the covariance matrix of centered observation-
s,

C = m−1
m∑
i=1

XXT , (s.t.

m∑
i=1

xi = 0) (11)

where C is the covariance matrix, the superscript T is the
transpose operation, X is a centered matrix and m denotes
the column number.

Note that C is positive definite, and thus it can be diago-
nalized with nonnegative eigenvalues, which eigenvalues and
eigenvectors are obtained using Eq. 12.

λv = Cv (12)

where λ are eigenvalues and v are eigenvectors, which is cal-
culated by

v = (mλ)−1
m∑
i=1

(xiv)xi (13)

By sorting λ descending, the largest eigenvalue λm is
selected as the principal component, and its corresponding
eigenvector vm is used to calculate a low-dimensional data.

Dl = vX (14)

MDS. MDS is a fast and effective dimensionality reduc-
tion method, which is used to make up for the weakness of
single dimension reduction method. In HSI, the response
of different wavebands can be seen directly from the spec-
tral curve. The spectral difference curve can be calculated
by the spectral curve of target and background. After cal-
culation, the band with maximum Dri value is select as the
low-dimensional data.

Dri = |Rti −Rbi| (15)

where Rti and Rbi represent the target and background re-
sponse, respectively. Dri means the response difference re-
ferring to the i-th waveband.

Both two low-dimensional data sets pass through the pre-
trained VGG-19 network, and the output of the same layer is
concatenated as the final feature.

2.3. Scale Estimation

To improve the robustness of tracking, a scale estimation ap-
proach is used. Let m × n denotes the target size we got
from the previous frame, (2 × S + 1) is the number of d-
ifferent scales used to select the best scale. For each i ∈
{−S,−S + 1, ..., S − 1, S}, an image patch Ii with size of
aim × ain around the target location is extracted, and then
a possibility degree Pi is calculated using correction filter.
Here, a denotes the step of the scale. Besides, considering the
continuity of target size, we penalize the scale different from
the target size of the previous frame with a penalty parameter
γ.

s = argmin
i

γi × Pi (16)

where s denotes the best scale factor, and the target size is
asm× asn.

3. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we first introduce details of experiment set-
ting, and then give our results, analysis and comparisons.

3.1. Experimental Setup

The proposed MFI-HVT method is implemented with MAT-
LAB R2016b and obtains 3 frame per second on a PC with
an Intel i5-8500 CPU (3 GHz), 16 GB RAM and a TITAN V
GPU, and the MatConvNet toolbox is used for extracting the
deep features in VGG-19 network.

Further, the tracking framework learning rate is set to
0.025, the scale learning rate is set to 1.02, µ is set to 0.98
and vth is set to 0.8.



Fig. 2: Qualitative results on the ball sequence.

Fig. 3: Qualitative results on the rider sequence.

(a) Precision plot (b) Success plot

Fig. 4: Quantitative results for all sequences.

3.2. Qualitative Comparison

To validate the performance, three existing hyperspectral
trackers, CNHT [10], DeepHKCF[11] and MHT [12] are uti-
lized. All the three trackers are based on KCF with different
features. In CNHT method, normalized three-dimensional
patches are selected from the target region in the initial frame
as fixed convolution kernels for feature extraction in succeed-
ing frames. In DeepHKCF method, HSIs are converted into
false-color images to obtained deep features using VGG-19
network. In MHT method, the material feature does well in
distinguishing objects in the same color. Experiment results
are shown in Figs. 2 and 3. For convenience, HSIs are con-
verted into grayscale images by computing the mean value of
all bands.

3.2.1. Partial Occlusion.

Fig. 2 shows the situation that the target is partially occluded.
In the first few occlusions, nearly all the trackers can re-detect

the target when the target re-appears (e.g. #408), but with
the increase of occlusion times and occlusion time, several
trackers lose the target (e.g. #615).

3.2.2. Scale Variation.

The targets in all sequences contain scale variation. In Fig. 3,
the rider is particularly small in the initial frame, and as time
goes on, the target will become larger. Only the proposed
method can track the target accurately (e.g. #167).

The above experimental results show that the proposed
method performance well than the other comparing methods.

3.3. Quantitative Comparison

In this section, we compare four methods quantitatively us-
ing precision plot and success plot. Precision plot shows the
percentages of successful frames whose distance between the
center of predicted bounding box and the center of ground
truth is smaller than a threshold (in pixels), which reflects



the accuracy of the center positioning. Success plot shows
the percentages of successful frames whose overlap ratio is
larger than a threshold varied from 0 to 1, which reflects the
accuracy of scale selection. The Area Under Curve (AUC)
of each plot is an overall evaluation measure to analyze the
performance of all trackers.

Fig. 4 shows the quantitative results for all sequences. It
can be seen that the proposed method gets the highest AUC
score in both plots (0.8478 in precision plot and 0.6041 in
success plot). The results show CNHT gives inferior accura-
cy because its filters are trained used only positive samples,
which leads to the inability to obtain a robust model, and then
leads to easy tracking failure. As for DeepHKCF, the VGG-
Net, which uses both positive samples and negative samples,
is utilized to learn robust filters, and therefore it has achieved
relatively good results. But DeepHKCF only uses deep fea-
ture to track target, which has resulted in a great limitation.
MHT adds material information to distinguish targets, which
makes full use of spectral information and spatial informa-
tion, and achieve better results.

In addition, we also provide the mean precision and FPS
comparison of different tracking methods in Table 1, and our
method can achieve comparable efficiency compared with the
other three methods. Different from three trackers mentioned

Table 1: Precision and FPS

Algorithm Video Type Mean Precision (20px) Mean FPS
MHT[12] HSI 86.2% 1.2 (CPU)
CNHT[10] HSI 30.2% 1 (CPU)

DeepHKCF[11] HSI 73.2% 3 (GPU)
MFI-HVT(Ours) HSI 86.3% 2.6 (GPU)

above, the proposed method also utilizes temporal informa-
tion to track targets on the basis of spatial information and
spectral information, which leads to the best precision among
these four methods and high speed capturing the target. Both
qualitative results and quantitative results confirm this con-
clusion.

4. CONCLUSIONS

In this paper, a Multi-Features Integration based method
is introduced to tracking targets of interest in hyperspectral
videos. The integrated feature provides more discrimina-
tive information than separate features. The adaptive weights
ensure good robustness to complex background. A novel con-
vert method is utilized to make HSI adapt pretrained VGG-19
network. It can prevent more spectral information rather than
traditional dimension reduction method. The experiment re-
sults show that the proposed method achieve good results in
an existing hyperspectral tracking dataset.
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